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lllustrated Is a typicatlisruption in a

high-power tokamak
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Three major thrust areas

Better understanding of how and
why tokamaks disrupt
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Quantitative prediction of the torces
and heat loads due to a (worst case)

disruption e
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Quantitative prediction ot
mitigation techniques for
minimizing effects of disruption




CTTS HPC Codes

Global Macroscopic Localized Ablation of
Equilibrium and Stability Impurity Pellets

N/

An outyear goal is to tightly couple
one or more from each group

Having 2 codes in each group allows cdmonchmarking, especially
important when new features are added



3D Resistive MHD Equations in M3D1
and NIMROD
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M3D-C1 and NIMROD haweery

different implementations

M3D-C1 NIMROD
Poloidal Direction  Tri. Ct ReducedQuintic FE High. Order quadX® FE
Toroidal Direction Hermite CubidC'FE Spectral
Magnetic Field B=%& 3 pb fbF +/ B B BrI?Q:IgE B
Velocity Field ~ V=R:8) /b W JjBR+ OV VYR=yZ &
Coupling to Conductors same matrix Separate matrices w interface

Both codes use:

A Split Implicit Time advance

A Block-Jacobi preconditioner based @uperLU_DIST
A GMRES based iterative solvers

A KPRAD norequilibrium coronal radiation package



Localized Pellet Ablation Codes

A Grid based Eulerian code with explicit
tracking of material interfaces

A 10+ years of development and use

A Not optimal for 3D SPI simulations

A Not optimal for coupling to MHD codes

density temperature

A
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Based omew Lagrangianparticle
method(avoids SPH kernels)
Highly adaptive, stable, converge
Runs much faster thaRronTierin
3D with same resolution




' CTTS Recent CS Highlights (focus on KNL)

was part of the NESAP program with NERSC and Intel
A 3 x speedup for matrix assembly phase
A OpenMPimplemented for toplevel loop of matrix assembly
A Collaboration with SCOREC & FASTMATF _ 2=
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A Optimizing solver parameters let to

Solve time (s

5 x speedup for largest problems o=
FASTMATH collaboration led to 40% 1001 ™ Loop time
SuperLU_DIS'perf_ gain g0l W SuperLU DIST
A Biggest improvement came from use of new Y 601
Synchronizatioravoiding sparse triangular E 20
solve capability tf{isolve) not yet released S

A Also implementedOpenMPfor matrix assembly 1

version trisolve
3.3 branch



A Make use of nevBuperLUTrisolvebranch in M3BC1

A Make use of CommunicaticAvoiding 3D sparse LU

A Physics based reordering of unknowns

A Develop preconditioner with greater toroidal coupling

Per-process

A Mixed MPIDpenMPversion ofPETS®
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Make use of CommunicatieAvoiding 3D sparse LU
Exploring Array Reordering to improve vectorization
Modifying algorithm to produce symmetric matrices
A GMRESA CG (Galerkid, Least squares’ \ _
Use a more approximate preconditioner £ 5 ‘é
Mixed MPIDpenMPversion ofPETS® \Z S/ O
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CTTSPhysics Topics

1.0 Ideal MHD Driven Disruptions
1.1 Prediction and Avoidance of Disruptions
1.2 3D Modeling of the Thermal Quench
1.3 3D Modeling of the Current Quench
2.0 VDEs and RWMs
2.1 Vertical Displacement Events
2.2 Resistive Wall Modes
3.0 NTMs and Mode Locking
3.1 KinetieMHD Stability of NTMs
3.2 Locking of NTMs in the presence of resistive walls and error fields
3.3 Growth of Locked Modes and how they cause disruptions
4.0 Disruption Mitigation
4.1 SPI Plume Model Development
4.2 SPI Simulations and Modeling



CTTSPhysics Topics

2.1 Vertical Displacement Events



2.1 Vertical Displacement Events

A Both NIMROD and M3[C1 can now simulate VDESs with a resistive
wall in both 2D and 3D and calculate walices
A Our initial emphasis is to perform benchmark calculations in both 2D
and3D,POEI AOEI U & O Al ADREXKAI EAAOEITT 8 A
A We are also validating results as much as possible witkDDidta

Equilibrium Wall contact Start TQ Final

5.3 T15MAITER



Typical result for a M3{C1 3D VDE

Simulation ofNSTX
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. NIMROD recentlhyaquiredthe capability of
, 5,-3D VDE simulations by adding a wall region

1.0 1.5 2.0 2.5 1.0 1.5 2.0 2.5

R R
Initial and distorted plasma pressure profiles from
NIMROD simulation of an asymmetric vertical
displacement event (AVDE); internal region shown.



VDE benchmark between M3D-C1,

NIMROD & JOREK

Equilibrium poloidal
magnetic flux
4 7 TG UL T ]

Realistic equilibrium but simplified geometry that all
codes can handle. Initial comparison is 2D linear. Code
agree to within 20% on growth rates over wide range



